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➢ Introduction

• Actions in videos are often not independent but rather related with causal and temporal 

relationships.

• Recognizing/describing the independent object/action in a video is now attainable with 

advanced neural network models. 

• Understanding the causal and temporal interaction lies at the core of human intelligence, 

but remains a great challenge for AI and is also much less explored.

• NExT-QA is proposed to benchmark such a problem; it hosts causal and temporal action 

reasoning in VideoQA and is rich in object interaction in daily activities.

➢ Attractive Property

• The 1st VideoQA benchmark challenges comprehending the causal & temporal action 

interaction, advancing video understanding from recognition to explanation.

• Comprehensive baselines and analysis for both multi-choice and open-ended QA, along 

with detailed question types to help analyze the VQA models.

• High quality (with multi-turn manual  annotation & check).

➢ Dataset Overview

• Causal questions explain why something happen or how to bring a visual effect.

• Temporal questions challenge understanding the order of the actions.

• Descriptive Questions aim at a scene-level recognition of the visual facts in videos.

➢ Data Statistic

➢ Experiment

• 5440 Videos (train/val/test: 3870/570/1000) with 52K question-answer pairs (48% of causal 

questions, 29% of temporal actions and 23% of descriptive questions).

• ~10 questions in each video covering different 

type of topics.

• Average video length is 44s, question len-

gth is 12, and answer length is 3. 

• Different type of questions are evenly 

distributed on the train/val/test sets.

Results of multi-choice QA on val set

Results of open-ended QA on val set

➢ Discussion & Conclusion

• SOTA methods perform well on descriptive questions but are weak in causal and temporal action

reasoning

• Methods that are effective in multi-choice QA struggle in generating the answers in open-ended

QA scenario.

• Future efforts can be made in understanding the rich object interactions and capturing the causal

and temporal relationship.

• Data and code is available at: https://github.com/doc-doc/NExT-QA.


